
 
 
 
Two-level models (HLM2) 
 
Conventional Representation 
 
At level 1, we have  
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Here  
 
•  jY is the jn by 1 outcome vector, 

•  R
jX  is the jn by RP matrix of predictors having random coefficients,  

•  R
jβ  is the RP by 1 vector of level-1 coefficients that will be random,  

•  F
jX  is the jn by FP matrix of predictors having fixed coefficients,  

•  F
jβ  is the FP by 1 vector of level-1 coefficients that will be fixed, and 

•  jr is the jn by 1 vector of level-1 random errors. 
 
At level-2, the model is 
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where 
 

• R
jW is the RP by RQ  matrix of level-2 predictors of the level-1 coefficients having random 

effects; 
• Rγ is the RQ by 1 vector of fixed effects in the model for the level-1 coefficients  having 

random effects; 
• ju is the RP by 1 vector of level-2 random effects; 

• F
jW is the FP by FQ  matrix of level-2 predictors of the level-1 coefficients having fixed 

effects; and 



• Fγ is the FQ by 1 vector of fixed effects in the model for the level-1 coefficients  having 
fixed effects. 

 
 
Revised Representation 
 
The logic of allocating degrees of freedom is easier to follow if we represent the model as follows: 
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The elements of R

jβ are R
jp Rβ , for Rp =1,…, RP . The elements of Rγ are 
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The elements of F
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Degrees of Freedom 
 

1. For any element 
Rp

R qpγ of Rγ , the degrees of freedom are RpQJ − . 

2. For any element 
Fp

F qpγ of Fγ , the degrees of freedom are FR QJPN −− . 

 


