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1. Introduction

Fixed effects are dependent on the scale of the dependent or outcome variable. Comparison of these results
over studies, or among multiple variables within a study, may be problematical as a result. A number of
measures have been suggested over time to address this problem.

The simplest way of standardizing coefficients is to standardize them prior to analysis. This is done by
rescaling them so that the mean of the variable in question is equal to zero, and the standard deviation equal
to 1. Standardizing effects after an analysis using unstandardized variables is another alternative, suing the
standard deviation of the variable in question and the standard deviation of the outcome variable to do so.

Another option is to use Cohen’s d , which is an effect size used to indicate the standardized difference
between two means. It can be used, for example, to accompany reporting of t-test and ANOVA results. It is
also widely used in meta-analysis. Cohen's d is an appropriate effect size for the comparison between two
means. It is defined as

\/[(sf +52°)/2]

Where m1 is the mean of the first group, m2 the mean of the second group, and \/|:(S12 +S22)/ 2] the

pooled standard deviations for the two groups. However, if we should calculate this measure based on the
level-1 model with no covariates, it may not be a good measure as it would not be controlling for level-2
unit membership and other associated covariates.



The ever popular R” is another option. However, interpreting that in a multilevel model is considerably
more complex that in the case of a single level linear model, especially when random slopes are introduced

into the model. Snijders and Bosker (2012) formulated an R> to be used in multilevel context as
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Where oﬁ represents the level-1 random error variance and Z'; the ;eve;=2 random error variance for the

full model containing the effect of interest. Similarly, 0'; and Z'é represent the error variances for the

unconditional model. This statistic is based om the proportional reduction in prediction error at the
individual level.

Aiken and West (1991) suggested using the effect size

Rzz _R12
1-R;

Where R22 represents the variance explained for a model with the given effect, and R12 the variance

1=

explained for the model without the effect. It is considered to be small at a value of 0.02, medium at a value
of 0.15, and large at a value of 0.35 (Cohen, 1992).

We now take a look at how to obtain these effects for models based on the HSB data.
2. Standardizing variables prior to analysis

The variables of interest for the purposes of this illustration are the outcome variable MATHACH and the
level-1 predictor variable SES. Descriptive statistics for these are provided below.

Descriptive Statistics

N Minimum Maximum Mean Std. Deviation
ses 7185 -3.758 2.692 .00014 779355
mathach 7185 -2.832 24.993| 12.74785 6.878246
Valid N (listwise) 7185

Standardizing these variables prior to creating the MDM is done in the stat package of choice. Here we use
SPSS to do it. Request descriptive statistics for the variables to be used and check the Save standardized
values as variables check box.



Variable(s)

&5 minaority & ses

&b female £ mathach

IE Save standardized values as variables

L.%JL&]LMWLW

The standardized variables, with a z” prefix, are shown as two new additional variables in the spreadsheet.

) “HSB15SAV [DataSetl] - IBM SPSS Stati

File Edit View Data Transform Analyze DirectMarketing Graphs Ulilities Add-ons  Window  Help
sk. 1= -~ B EHF M % B
[1:zses |-1.96077908940775 |visible: 7 of 7 Variables
I id || minority || female || ses || mathach || Zses || Zmathach ||
1 1224 0 1 -1.528 5876 -1.9607 -.99907 |<
2 1224 0 1 -.588 19.708 - 75465 1.01191
3 1224 0 0 -528 20.349 - 67767 1.10510
4 1224 0 0 -.668 8.781 -.B5730 - 57672
5 1224 0 0 -.158 17.898 -.20292 74876
6 1224 1] 0 022 4.583 02804 -1.18705
T 1224 0 1 -618 -2.832 -79315 -2.26509
8 1224 0 0 -998 A23 -1.28073 77732
9 1224 0 1 -.888 1.627 -1.13959 -1.63135
10 1224 0 0 -.458 21521 -.5B785 1.27549 =
e [F]
R,
[ [IBM 8PSS Statistics Processoris ready| | | | |

Verify their means and standard deviations by again running descriptive statistics on the new variables
(remember to uncheck the Save standardized values as variables check box). Descriptive statistics for
the standardized variables are shown below.

Descriptive Statistics

N Minimum Maximum Mean Std. Deviation
Zscore(ses) 7185 -4.82212 3.45395| .0000000 1.00000000
Zscore(mathach) 7185 -2.26509 1.78027 ( .0000000 1.00000000
Valid N (listwise) 7185




Note that the descriptive statistics obtained in SPSS duplicate the results for the same variables in

the HLM2MDM.STS file obtained for the MDM file made with the 2 standardized variables.

LEVEL-1 DESCRIFTIVE 3TATISTICS |_,-:_

VARIABLE NAME N MERN 5D MINIMOM MR TMIM
Z3ES 7185 0.00 1.00 -4.82 3.45
ZIMRTHRCH 7185 0.00 1.00 -2.27 1.78

An unconditional model is fitted first:

File Basic Settings  Other Settings  Run Analysis  Help

Outcome | gyl 1 MODEL &
LAy

>> Level1 <<
Lever2 | ZMATHACH, = g, +r,
INTRCPT1
| zses LEVEL 2 MODEL
ZMATHACH ‘ Boj = Yoo * Uy

Final results for this model are shown below:

Final estimation of fixed effects
(with robust standard errors)

Fixed Effect Coefficient i f-ratio Apmgs. p-value
error df:
For INTRCPTL. 5,
INTRCPT2, y5;  -0.016121 0035420 -0455 159 0.650
Final estimation of variance components
Random Effect ghhianl b e df o p-value

Deviation Component
INTRCPTL. 5, 0.42671 0.18208 139 166023239 =0.001
level-1, » 0.90966 0.82748




The second model fitted is a random intercept only model

File Basic Settings Other Settings  Run Analysis  Help
__Outcome | evEl 1 MODEL &

»> Level-1 << L
T Levelz | ZMATHACH, = g + B(ZSES) + 1,

INTRCPT1

7GES LEVEL Z_MODEL

ZMATHACH Bop = Tog * Yy

‘ By = "o
Mixed| ~

*’
e

; + s
+1g* 8BSy, t Uy *ry B

ZMATHACHU. =

0o

for which the following results were obtained:

Final estimation of fixed effects
(with robust standard errors)

Fixed Effect Coefficient Dhan f-ratio Apprc:,x. p-value
error ef
For INTRCPTL. 5,
INTRCPT2, 750  -0.013089 0.027235 -0.481 139 0.631

For ZSES slope. 5,
INTRCPT2. v 0270827 0013519 20.034 7024 =0.001

Final estimation of variance components

Random Effzct L i d.f 2 p-value

Deviation Component
INTRCPT1, u, 031747 010078 159 1037.09077 =0.001
level-1, 7 088476 078280

Finally, a random intercept-and-slope model is fitted to these data.



'] WHLM: him2 MDM .
File Basic Settings Other Settings  Run Analysis  Help

Qutcome

Lewvel-1

| >» Level-2 <<
INTRCPTZ2 =

LEVEL 1 MODEL
IMATHACH, = gy, + 5, (ZSES,) +1,

LEVEL 2 MODEL

SIZE [
SECTOR
PRACAD
DISCLIM

By = top g

By = Tt Uy

Mixed Model

b e -
IMATHACH,, = 150 +7,y*ZSES + iy +u, +ZSES, +1, Iil
i
|
Output for this model was as follows:
Final estimation of fixed effects
{(with robust standard errors)
Fixed Effect Coefficient e t-ratio AppRolc p-value
error df
For INTRCPTI. 5,
INTRCPT2. 753 -0.012005 0.027514 -0.436 159  0.663
For ZSES slope, 3,
INTRCPT2, 3y 0271244 0013336 20339 159  =0.001
Final estimation of variance components
Standard Variance 5 :
Fudond Lty Deviation Component o x Fnic
INTRCPTI, u, 031931 0.10209 139 9052539 =0.001
ZSES slope, u; 0.07328 0.00337 159 21621176 0.002
level-1, » 088229 077844

As these models are based on standardized variables, all effects are already standardized as well.



3. Standardizing variables after analysis

The same three models are now fitted to the unstandardized data. An unconditional model is fitted first.

[=] WHLM: him2 MDM Fi

File Basic Settings Other Settings  Run Analysis  Help

Qutcome || pyE| 1 MODEL it
»> Level1 << L4
Level-2 M.-":"-.TH.-‘E'-.CHH = ﬁ[ﬁlj + rr.j.

INTRCPTH

MINORITY LEVEL 2 MODEL
FEMALE Boi = Tog * Uy
SES

MATHACH

MiE] -

Final estimation of fixed effects
(with robust standard errors)

Fixed Effect Coefficient Obilay t-ratio S p-value
error d.f.

For INTRCPTI, 53,

INTRCPT2, ypp 12636972 0243628 51.870 159  =0.001

Final estimation of variance components

Standard Variance
SEm T Deviation Component oL

INTRCPTL. u, 2.93501 g.61431 159 166023259 <0001
level-1, r 6.25686 39.14831

x p-value




This is followed by the fitting of a random slopes model

Outcome | | ryer 1 MODEL B
*» Lewvel1 << |_|.
Level-2 MATHACH, = B, + F,;(SES;) +r;
INTRCPT1
cliia iy LEVEL E_MODEL
FEMALE Boi = Top * Up;
SES A
MATHACH i ~ Tio
Mixed| ~

Final estimation of fixed effects
(with robust standard errors)

Fixed Effect Coefficient Spmdd f-ratio Sppent p-value
error d.f

For INTRCPTI, 3,

INTRCPT2. 75 12657481 0.187330 67.568 159  =<0.001

For 5ES slope, 5;
INTRCPT2, y;; 2390199 0.119309 20.034 7024  <=0.001

Final estimation of variance components

Standard Variance ) )
e kb Deviation Component af ~ B

INTRCPT1, u, 2.18361 476815 159 1037.09077 <0.001
level-1. » 6.08559 37.03440

The standardized effect of the variable SES is obtained by multiplying the estimated coefficient by the
standard deviation of the outcome variable MATHACH and dividing it by the standard deviation of the
variable itself:

_ 70x0.779355

= 0.2708
V0T 6878246

The standardized SES effect obtained is identical to that obtained in the similar model using the pre-analysis
standardized variables.



Finally, a random-intercept-and-slope model is fitted.

] WHLM: him2 MOM i =
File Basic Settings Other Settings  Run Analysis  Help
Outcome | pyE| 1 MODEL o
Level-1 Lo
>> Level-2 <¢ | MATHACH, = g, + §,(SES;) +r;
INTRCPTZ2 -
SIZE |:| LEVEL E_MODEL
SECTOR Boj = tog ¥ Up
PRACAD = .
DISCLIM Fip = Tt Yy
HIMIMNT 2 Mixed| -

Final estimation of fixed effects
{with robust standard errors)

Standard Approx.

Fixed Effect Coefficient f-ratio p-value
error df
For INTRCPTL. 8,
INTRCPTZ2. y5, 12.664935 0.189251 66921 139 =0.001
For SES slope, §;
INTRCPT2.y;p 2393878 0.117697 20.339 159 <0.001
Final estimation of variance components
Random Effect Shaniad Yo d.f. 7 p-value

Deviation Component

INTRCPTI, u, 2.19768 482978 159 90526472 <0001

SES slope, u; 0.64673 041828 139 21621178 0.002
level-1, # 606864 3682835

The standardized effect of the variable SES is obtained by multiplying the estimated coefficient by the
standard deviation of the outcome variable MATHACH and dividing it by the standard deviation of the
variable itself:

_w<0T79355 _ oo

10 6.878246

Again, the result corresponds to the estimated SES effect in the similar model based on standardized data.



4. Calculating R’and £~

Final results for the variance components under the models fitted to the unstandardized data in the

previous section are summarized in the table below:

Effect Unconditional Random intercept Random intercept and slope
model model model
o’ 39.14831 37.03440 36.82835
Var(uoj) = 13 8.61431 4.76815 4.2978
Var(u]j) = 1'12 0.41828
COV(uoj, U -0.15399
We start by calculating R” as
R _1_ o +T;
oL+
1 37.03440+4.76815
39.14831+8.61431
=1-0.8752
=0.1248

The proportional reduction in prediction error at level-1 due to the inclusion of the variable SES is thus

estimated at approximately 12.5%.

To calculate f 2 we need the values of R? for the model with the effect, and the model without the effect.

R2
2 _
/ 1-R?
_0.1248
1-0.1248

=0.1425




Based on this, we conclude that the model that includes the predictor SES explains 14.25% of the variance
in MATHACH relative to the unexplained variance in MATHACH. According to Cohen (1992), a small
effect is 0.02, a medium effect is 0.15, and a large effect is 0.35. The present effect is medium in size.

5. Conclusion

It should be noted that the addition of a random slope, as is present in the third of the models fitted above,
complicates calculation of effects such as these. While the total variation at level-2 in the first two models
can be expressed as

total variation(/evel/2) = Var(uo_ ].)

_ 2
=+7,

the similar expression for the third model would be

total variation(/evel —2) = Var(uoj ) + Var(ulj ) +2S8ES; cov(uoj JUy )
=0’ +71; +1; +2SES, cov(uoj,ulj)

=36.82835+4.82978+0.41828 + 2(-0.15399)SES,,
=42.0764—(0.30798) SES,

The expression is dependent on the value of the level-1 predictor SES and it is not longer simple to obtain
a general expression for the total variation in the outcome. In the case of an indicator variable, two solutions
exist; for a continuous predictor such as SES solutions exist for each possible value of SES. The graph
below shows the values of total level-2 variation (var2) as a function of the SES values observed in the
data.
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