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1. Introduction 

Using the same simulated data described previously, a "saturated model" using the dummy variables created previously is 

now fitted to the data. This model illustrates the use of the NFREE and DEVIANCE keywords to obtain a chi-square 

statistic for testing two nested models. A model of particular interest is the so-called saturated model, which is obtained 
by estimating the population means and the covariance matrices for both level-3 and level-2 at the six measurement 

occasions. The dummy variables created in the previous section, each corresponding to a specific measurement occasion, 

are used for this purpose. 

 

2. Fitting the model 

The model is fitted using the same sequence of dialog boxes shown in the previous Section. In order to compare the fit of 

the saturated model with the fit of the model described previously, the deviance statistic and number of estimated 
parameters from the first model are used. In the previous model, 11 parameters (4 fixed and 7 random) were estimated 

and a deviance statistic (-2 log(L)) of 23121.934 was obtained. Enter these values in the Nfree and Deviance fields of the 

Title and Options dialog box. Click Next to display the Identification Variables dialog box. 

 



  
 

As no changes to the hierarchical structure or weight specification entered previously on the Identification Variables 

dialog box, click Next to load the Response and Fixed Variables dialog box.  

 

Note that one cannot add an intercept term to the fixed part of the model when dummy1 to dummy6 are selected as 
predictors. If the intercept term is not unchecked, then the fixed parameter coefficients cannot be estimated, since the 

fixed-effect design matrix containing intcept, dummy1, …, dummy6 will not be of full rank. Click Next to proceed to the 

Random Variables dialog box. 

 

  



 

On the Random Variables dialog box, the intercept terms for the random effects are unchecked and dummy variables 

one to six are only added at levels 2 and 3. 

 

  
 

Click the Finish button to produce the PRELIS syntax file (which was subsequently saved as surveyhlm2.prl). 

 

 
 

3. Discussion of results 

The portions of the output below summarize the estimated parameter values for the fixed part of the model and the 

goodness of fit 
2  statistic. The 



 values are estimates of the population mean scores at each of the six measurement 

occasions, after controlling for the within institution and within patient variation. Note that the difference in the -2 log(L) 

values is 2832.814. The 
2  value of 1312.7329 was obtained by multiplying 2832.814 with the scale factor (0.46) 

obtained when design weights are included. 

 



 
 

Results for the variance components (random part of the model) are shown below. The 


 values are estimates of the 

population variances/covariances at level-3 (institutions) and level-2 (patients). An inspection of the output shows that, in 

general, there is greater variation in scores at each time point within patients than is the case within institutions. 

 

 
 
 



 
 

 


