
 

 

Confidence interval estimates 

The extended LISREL model 
 

In the extended LISREL model (Jöreskog and Sörbom 1999), the three sets of relationships between the observed 

and latent variables are given by 

 
y y= + +y τ Λ η ε  

 x x= + +x τ Λ ξ δ  

 = + + +η α Bη Γξ ζ   

where the elements of y  denote 
yp  observed indicators of the m  endogenous latent variables η , the elements of 

x  denote xp  observed indicators of the m  exogenous latent variables ξ , the elements of ε  denote 
yp  

measurement errors, the elements of δ  denote xp  measurement errors, the elements of ζ  denote m  error 

variables, the elements of 
yτ  are 

yp  intercepts, the elements of xτ  are xp  intercepts, the elements of α  are m  

intercepts, the elements of 
yΛ  are 

yp m  measurement weights, the elements of xΛ  are 
xp m  measurement 

weights, the elements of B  are m m   regression weights, and the elements of Γ  are m m   regression 

weights. We assume that ζ  is uncorrelated with ξ , ε  is uncorrelated with η , and that δ  is uncorrelated with ξ . 

We also assume that the means of ε , and δ , and ζ  are zero, but it is not assumed that the means of ξ  and η  are 

zero. If the mean of ξ  is denoted by κ , the mean of η  follows as 
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The mean vectors of the observed indicators are given by 
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The covariance matrix of the observed indicators follows as 
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where 

 
* 1 1( ) ( )− − = − −Ψ I B Ψ I B  

and Φ  denotes the covariance matrix of ξ , Θ  denotes the covariance matrix of ε , Θ  denotes the covariance 

matrix of δ ,  
=Θ Θ  denotes the covariance matrix between δ  and ε  , and Ψ  denotes the covariance matrix 

of ζ .  

The q  unknown parameters θ  of the extended LISREL model consist of the unknown elements of 
yΛ , xΛ , B , 

Γ , Φ , Ψ , Θ , Θ ,  
=Θ Θ , 

yτ , xτ , α , and κ .     

 

Unstandardized solution 
 

Suppose that θ̂  denote the unstandardized estimators of the parameters θ  of the extended LISREL model as such 

that asymptotically   

( )( )ˆ ,Nθ θ H θ  

The elements of θ consists of intercepts, measurement weights, regression weights, variances, and covariances. The 

intercepts, measurement weights, regression weights, and covariances are unbounded parameters. As a result, the 

100(1 )%−  approximate confidence interval estimates of these parameters (Browne 1982) are given by 

 ( ) ( )( )/2 /2
ˆ ˆ ˆ ˆ;i i i iz s z s    − +   

where ˆ
i  denotes the estimate of i , /2z  denotes the 100(1 / 2)%−  critical value of the standard normal 

distribution and ( ) ( )ˆ ˆ
i

ii

s   =
 
H θ denotes the estimate of the standard error of the estimator of i . If i  denotes 

a variance, then i   is a bounded parameter as such that 0 i   . In this case, a logarithmic transformation is 

used as such that the  100(1 )%−  approximate confidence interval estimate of i  (Browne 1982) follows as 

 ( )( ) ( )( )( )/2 /2
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1. Standardized solution 
 

Let 
*
θ̂  denote the standardized estimators of the parameters θ  of the extended LISREL model. By using the Delta 

method (Bishop, Feinberg, and Holland 1988), it follows that asymptotically   

( )( )* *ˆ ,N θ θ ΔH θ Δ  

where Δ  denotes is Jacobian matrix of 
*
θ  with respect to θ . The elements of 

*
θ consists of intercepts of the 

observed indicators, measurement weights, standardized regression weights, variances, standardized variances, 

covariances, and correlations. The intercepts of the observed variables, measurement weights, and covariances are 

unbounded parameters. As a result, the 100(1 )%−  approximate confidence interval estimates of these parameters 

(Browne 1982) are given by 
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where 
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*

i , /2z  denotes the 100(1 / 2)%−  critical value of the standard normal 

distribution and ( ) ( ) ( ) ( )* * *ˆ ˆ ˆ ˆ ˆ ˆ, ,i
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Δ θ θ H θ Δ θ θ denotes the estimate of the standard error of the estimator 

of 
*

i . If 
*

i  denotes a variance, then 
*

i   is a bounded parameter as such that 
*0 i  . In this case, a logarithmic 

transformation is used as such that the  100(1 )%−  approximate confidence interval estimate of 
*

i  (Browne 

1982) follows as 
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If 
*

i  denotes a standardized variance, then 
*

i   is a bounded parameter as such that 
*0 1i  . The  100(1 )%−  

approximate confidence interval estimate of 
*

i  (Browne 1982) may be expressed as 
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When 
*

i  is a standardized regression weight or a correlation, 
*

i is bounded as such that 
*1 1i−   . In this case, 

the Fisher z-transformation is used as such that the  100(1 )%−  approximate confidence interval estimate of 
*

i  

(Browne 1982) is given by 
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2. Completely standardized solution 
 

If 
*
θ̂  denote the completely standardized estimators of the parameters θ  of the extended LISREL model, the 

asymptotic distribution of 
*
θ̂  is obtained by means of the Delta method (Bishop, Feinberg, and Holland 1988) as  

( )( )* *ˆ ,N θ θ ΔH θ Δ  

where Δ  denotes is Jacobian matrix of 
*
θ  with respect to θ . The elements of 

*
θ consists of standardized 

measurement weights, standardized regression weights, standardized variances, and correlations.  

If 
*

i  denotes a standardized variance, then 
*

i   is a bounded parameter as such that 
*0 1i  . The  100(1 )%−  

approximate confidence interval estimate of 
*

i  (Browne 1982) may be expressed as 
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where 
*ˆ
i  denotes the estimate of 

*

i , /2z  denotes the 100(1 / 2)%−  critical value of the standard normal 

distribution and ( ) ( ) ( ) ( )* * *ˆ ˆ ˆ ˆ ˆ ˆ, ,i
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s 
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Δ θ θ H θ Δ θ θ denotes the estimate of the standard error of the estimator 

of 
*

i .  

When 
*

i  is a standardized measurement weight, a standardized regression weight, or a correlation, 
*

i is bounded 

as such that 
*1 1i−   . In this case, the Fisher z-transformation is used a such that the  100(1 )%−  approximate 

confidence interval estimate of 
*

i  (Browne 1982) is given by 
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