
 

 

Standard error estimates for standardized solutions 

The LISREL model for observed and latent variables 
 

The LISREL model (Jöreskog 1973, 1977) for population covariance matrices may be expressed as 

 
y= +y Λ η ε  

 x= +x Λ ξ δ   

  = + +η Bη Γξ ζ   

where y  and x  denote p  and p  indicators of the m  endogenous latent variables, η , and them  exogenous latent 

variables, ξ , respectively, 
yΛ  and xΛ are 

yp m  and 
xp m  matrices of factor loadings, respectively, ε  and 

δ denote p  and p  measurement errors, respectively, B  and Γ  are m m   and m m   matrices of regression 

weights, respectively, and the elements of ζ  denote m  error variables. 

The 1t   vector, z , consisting of all the variables of the LISREL model follows as 
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The model for the relationships between all the variables of the LISREL model may then be expressed as 

t e= +z B z z  

where 

  



 

y

x

y p

x p

m

t



 
 
 
 
 
 =
 
 
 
 
 
 

0 0 Λ 0 I 0 0
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0 0 B Γ 0 0 I
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where nI denotes the n n  identity matrix and 
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The covariance matrix, tΦ , of ez follows as 
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0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

Φ 0 0 0 Φ 0 0 0

0 0 0 0 Θ Θ 0

0 0 0 0 Θ Θ 0

0 0 0 0 0 0 Ψ

  

where Φ , Θ , Θ , and Ψ  denote the covariance matrices of ξ , ε , δ , and ζ , respectively and  
=Θ Θ denotes 

the covariance matrix between ε  and δ . The t t  covariance matrix of z , t , may then be expressed as 

 ( ) ( )
1 1

t t t t t t t t t

− −   = − − =I B Φ I B ΛΦ Λ  

where ( )
1

t t t

−
= −Λ I B . The ( ) ( )p m p m+  +  covariance matrix,  , of the y xp p p= + observed variables and 

m m m = + latent variables, follows as 

 ( ) ( )
1 1

p m t t t t t p m t

− −

+ +

     = − − =   I 0 I B Φ I B I 0 ΛΦ Λ   



whereΛ denotes the ( )p m t+   matrix consisting of the first p m+  rows of tΛ .  In terms of the parameter 

matrices of the LISREL model, we obtain that 
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where 

 ( )1 1 *( ) ( )yy y y 

− −  = − − + +Σ Λ I B ΓΦΓ I B Ψ Λ Θ   

 ( )
1

xy yx x y 

−   = = − +Σ Σ Λ ΦΓ I B Λ Θ  

 xx x x 
= +Σ Λ ΦΛ Θ   

 ( )1 1 *( ) ( )y y

− −  = − − +Σ I B ΓΦΓ I B Ψ Λ   

 ( )
1

x x x 

−
 = = −Σ Σ I B ΓΦΛ   

 
1 1 *( ) ( )

− − = − − +Σ I B ΓΦΓ I B Ψ  

 
1( )y y

−  = −Σ ΦΓ I B Λ   

 
x x x 

 = =Σ Σ ΦΛ   

 
1( ) 

−  = = −Σ Σ ΦΓ I B   

  =Σ Φ   

where 

 
* 1 1( ) ( )− − = − −Ψ I B Ψ I B  

  



Completely standardized solution 
 

Suppose now that ˆ tB  and ˆ tΦ  denote the unstandardized estimators of tB  and tΦ , respectively. The reproduced 

covariance matrix of the observed and latent variables may then be expressed as 

 ˆ ˆˆ ˆ
t
 = ΛΦ Λ   

The completely standardized covariance matrix of the observed and latent variables follows as 

 
* 1/2 1/2

ˆ ˆ
ˆ ˆˆ ˆ

t

− −

 
 =D ΛΦ ΛD   

where 
1/2

ˆ

−


D denotes a ( ) ( )p m p m+  +  diagonal matrix with the reciprocals of the estimated standard deviations 

of the observed and latent variables on the diagonal. 

The relationships between the unstandardized and the completely standardized estimators are given by 
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0 0 D 0 0 0 0 0 0 D 0 0 0 0

0 0 0 D 0 0 0 0 0 0 D 0 0 0
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and 
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0 0 0 0 0 0 0 0 0 0 0 0 0 0
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0 0 0 D 0 0 0 0 0 0 D 0 0 0Φ Φ
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where ˆ yD , ˆ xD , ˆ D , and ˆ D  denote diagonal matrices with the estimated standard deviations of the elements of 

y , x , η , and ξ  on the diagonal, respectively. 

Suppose that the vector θ  consists of the q  unknown elements of B  and Φ . Let θ̂  denotes the unstandardized 

estimator of θ  as such that asymptotically 

 ( )( )ˆ ,Nθ θ H θ   



By using the Delta method (Bishop, Fienberg, and Holland 1988), the asymptotic distribution of the completely 

standardized estimator, 
*
θ̂ , of θ  follows as 

 ( )( )* *ˆ ,N θ θ ΔH θ Δ   

where 

*


=



θ
Δ

θ
 and the elements of 

*
θ  are the unknown elements of 

*
B  and 

*
Φ . Typical elements of 

*
B  and 

*
Φ are given by 
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and 
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respectively where r  and s  are defined as 
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respectively. Suppose that the sets IB and I
Φ  are sets containing the row and column positions of the unknown 

elements of  B  and Φ , respectively, i.e. 

 ( )  ( ) , :  and , :ij ijI i j I i j =  = B Φθ θ   

respectively. The partial derivatives of the diagonal elements of   with respect to the elements of B  and Φmay 

then be expressed as 
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respectively where kl  denotes the Kronecker delta, i.e. 
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Typical elements of Δ  may be expressed as 
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The standard error estimates of the completely standardized estimators of the elements of θ  are obtained as the 

positive square roots of the diagonal elements of the estimated asymptotic covariance matrix of 
*
θ̂ which is given 

by 

 ( ) ( ) ( ) ( )* * * *ˆ ˆ ˆ ˆ ˆ ˆ, ,


=H θ Δ θ θ H θ Δ θ θ   

These standard error estimates are numerically equivalent to those obtained by transforming correlation structures 

to covariance structures and fitting the transformed covariance structures correctly to the sample correlation 

matrices by using the theory and methods for covariance structures proposed by Shapiro and Browne (1990) which 

are implemented in Steiger (1995) and Browne and Mels (1996). Whenever a LISREL model without parameter 

equality constraints is fitted to a sample correlation matrix, the standard error estimates of the completely 

standardized solution are the correct standard error estimates which addresses the issue of incorrect standard error 

estimates for correlation matrices pointed out by Cudeck (1989).   

  



Standardized solution 
 

Let ˆ tB  and ˆ tΦ  denote the unstandardized estimators of tB  and tΦ , respectively and let 
*ˆ
tB  and 

*ˆ
tΦ denote the 

corresponding standardized estimators. The relationships between the unstandardized and the standardized 

estimators of tB  and tΦ  are given by 
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respectively where ˆ D  and ˆ D  denote diagonal matrices with the estimated standard deviations of the elements of 

η  and ξ  on the diagonal, respectively. 

Suppose that the vector θ  consists of the q  unknown elements of B  and Φ . Let θ̂  denotes the unstandardized 

estimator of θ  as such that asymptotically 

 ( )( )ˆ ,Nθ θ H θ   

By using the Delta method (Bishop, Fienberg, and Holland 1988), the asymptotic distribution of the standardized 

estimator, 
*
θ̂ , of θ  follows as 
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respectively. The partial derivatives of the diagonal elements of   with respect to the elements of B  and Φmay 

then be expressed as 
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The standard error estimates of the completely standardized estimators of the elements of θ  are obtained as the 

positive square roots of the diagonal elements of the estimated asymptotic covariance matrix of 
*
θ̂ which is given 

by 

 ( ) ( ) ( ) ( )* * * *ˆ ˆ ˆ ˆ ˆ ˆ, ,


=H θ Δ θ θ H θ Δ θ θ   
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